Performance and power

implications of hardware
accelerators
Saeed Igbal

Global Solutions Engineering — HPC




Agenda

Cluster design — "Performance chain”’
Performance characterization of an accelerator
Sensitivity analysis of an accelerator

Tool #1 — Compute nodes with accelerators
Tool #2 — A first order design of cluster
Compute nodes form factors

Resources



Tesla K40 1s the latest GPU from NVIDIA
- designed for compute acceleration

* K40 has high raw compute power!
— 4.3 - 5.4 XCPUs (Theoretical peak)

* Compare K40 vs. K20

> Cores 2880 15%

> Memory 12GB 240%

> Mem. BW 288GB/s 38%

> Clock 745MHz 5.6% N

> Power 235W 4.4% 3

, SP 4.0 TFLOPs 13% Tesla
, DP 1.4 TFLOPs 20% K40

> Kepler (GK180) architecture  (new) GPU

> PCle Gen 3 (improved from Gen?2)

» Challenge:
- How to "Realize” & "Extract” maximum real performance ?

Intel Xeon E5-2697 v2 @ 2.7 GHz (12 core) ~ 259.2 GFLOPS
AMD FX-9590 @ 5.0 GHz (8 core) ~ 320 GFLOPS



OK, K40 GPU 1s a powerful.
Yes, how to get the most out of it?

GPUs -2 Servers 9 Clusters% P‘Solut|ons |

 "Performance Chain”

* "Balance”
— Eliminate bottle necks

* Maximize Return from Investment




Some key 1ssues: cluster design

Number of GPUs per node
Dedicated GPU nodes ?

THTHTHT:
# GPUs nodes ?
Local memory/storage

Power budget per rack

Number of hodes with GPUs for best ROI




Performance
characterization
of an accelerator

HPC Engineering



K20 vs. K40 — Bandwidths (Pinned) E ~
R720 with E5-2697 v2 CPUs, CUDA SDK BW

H2D D2H
Bandwidth between CPU 0 and GPU 0

K40 improves the H2D BW by 77% & D2H BW by 58%
The improved BWs will improve application performance!

PE R720, Dual E5-2670 v2@2.6GHz, 128GB 1600MHz memory, Tesla K20 & K40, CUDA 5.5 (319.49), CUDA BW (numactl -c0/1,-m0/1)



K20 vs. K40 — HPL Perf. & Eff.
R720 with E5-2697 v2 CPUs

5.3X, 76.6%

4.5X,77.1% I

18.6%

Performance (GFLOPS)

1X, 95 %

IVB CPUs IVB CPUs + 2 Tesla K20 IVB CPUs + 2 Tesla K40

K40 improves performance by 18.6% and acceleration 5.3X |

PE R720, Dual E5-2670 v2@2.6GHz, 128GB 1600MHz memory, Tesla K20 & K40, CUDA 5.5 (319.49), nVIDIA HPL 2.1



K20 vs. K40 — HPL Power
R720 with CPUs

2.78 GFLOPS/W
2.54 GFLOPS/W f
8.5%

0.92 GFLOPS/W

IVB CPUs IVB CPUs + 2 Tesla K20  IVB CPUs + 2 Tesla K40

K40 improves GFLOPS/w by 9.2%.
Power consumption increases by 8.5%. to 3.0X CPU-only system.

PE R720, Dual E5-2670 v2@2.6GHz, 128GB 1600MHz memory, Tesla K20 & K40, CUDA 5.5 (319.49), nVIDIA HPL 2.1



K20 vs. K40 — NAMD
R720 with E5-2697v2 CPUs, STMV (1M atoms)

IVB CPUs CPUs + 2 Tesla K20 CPUs + 2 Tesla K40 IVB CPUs CPUs + 2 TeslaK20  CPUs + 2 Tesla K40
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K40 improves NAMD performance by 14.1% for large simulations; at
about the same total power consumption!

PE R720, Dual E5-2670 v2@2.6GHz, 128GB 1600MHz memory, Tesla K20 & K40, CUDA 4.2, NAMD 2.9




K20 vs. K40 — NBODY o
R720 with E5-2697v2 CPUs, (N=1000000)

* Tesla K20
* Tesla K40
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1 GPU / node 2 GPU / node

K40 improves NBODY performance by 20% for large simulations.
There is a 3.9X acceleration due to the second GPU |

PE R720, Dual E5-2670 v2@2.6GHz, 128GB 1600MHz memory, Tesla K20 & K40, CUDA 5.5 (319.49), NBODY CUDA SDk



Summary of characterization results
(K40 vs. K20)

K40 shows 18.6% better HPL performance

K40 requires 8.5% more power for HPL
K40 shows 9.2% improvement on HPL GFLOPS/watt

K40 has up to 14% improvement on STMV acceleration
(1 million atom benchmark of the NAMD)

* K40 has up to 20% improvement for NBODY simulations
(N=1000000)

K40 can improve performance by 15-20% for about 1025 more
power, compared to K20.



Sensitivity
analysis of GPU
performance
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K40 parameter sensitivity -
Changing "‘power limit" and "GPU clock speed”

* On a K40, power consumption and clock rate can be adjusted:

— GPU Clock Speed options = [ 666, 745, 810, 845 MHZz]
> nvidia-smi -ac --application-clocks=<memory, graphics>
— GPU Power limit options = [ 235, 225, 200, 175, 150 W]

> nvidia-smi -pl --power-limit=<limit>
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K40 Performance sensitivity

GPU clock speed at 235W

3000
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o

Performance (GFLOPS)

3
o

2.84 GFLOPS/w

1500 -

2.75 GFLOPS/w

666

745
GPU Clock Speed (MHz)

2.87 GFLOPS/w

810

K40 performance improves 2.7% due to overclocking to 810MHz

PE R720, Dual E5-2670 v2@2.6GHz, 128GB 1600MHz memory, Tesla K20 & K40, CUDA 5.5 (319.49), NAMD
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K40 performance sensitivity

GPU power limit at 745 MHz

2.82 GFLOPS/w 2.84 GFLOPS/w
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Power Limit (Watts)

System power varies from 626W to 916W due to power limit
Operating at power limit of 225 can result in saving of 15W/node

PE R720, Dual E5-2670 v2@2.6GHz, 128GB 1600MHz memory, Tesla K20 & K40, CUDA 5.5 (319.49), NAMD

HPC Engineering



Summary of sensitivity analysis
K40

* K40 is more sensitive to “power limit" compared to "GPU
clock”

* Each application can have its own optimal setting of GPU
parameters

* These setting offer different "operating points” for accelerators



Tool #1

What
percentage of

cluster nodes
should have
GPUs ?




How many GPUs nodes are cost efficient ?
NVIDIA/Del has a tool to answer the question

U Attach Rate Planned for Clustel:! 70% Send Summary Page via Emaill_l
. t-Overall Job Throughtput Increase: 81.3% Email To: Szeed lgbsl@Dell.co
* Scenarlos Click to Send t\
] “Budgett Priong__
. H Total Cluster Budget [compute only) $1,000,000 * You must have PDF Add-inm|
C u r re n t C u Sto m e rS m ay b e r u n n I n g Compute Node (excluding GPUs) $6,500 MNode: Dual Socket CPU + 2 Tesla GPUs |
TeslaK20 $4,250 CPU: Intel Sandy Bridge Xeon ES-2670
GPU enabled apps on CPU only
_Cluster Config | CPU-only 3SPU-Acceleratec  Benefit
SySte m S - GPU Attach Rate 0% 70%
# of Compute Nodes 153 80
— New customers need help o 306
. . . # of GPUs 0 12
#of CPUCores 2448 1,280
maXImIZIng RO' # of GPU Cores 0 279,552
eak Double Precision (TFLOP: 55 160 2.9x
® | n p u tS Peak Single Precision (TFLOPS 10 451 4.1x
Peak DP (GFLOFPS) ! $ 85 245 2.9x
—_ 1 Peak SP (GFLOPS) ! ¢ 163 69.3 4.1x
Fixed Budget e
. Power per Mode(Watts) 700 150
— Should | buy ? (two options) Taspaun ) |07 “
Peak DP (TFLOPS) f kiwatt 0.51 197 3.8x
> CPU-0n ly node Peak SP (TFLOPS]{ kifatt 103 555 5.4%
Annual Power Cost $126,656 $96,027 $30,629 |<- Annual Cost Savings
> CPU+GPU node _— -
mu::ﬂg;;mwu gg:edu!ml;l;:oﬂm % Increased Job Throughput with
- = = = ¥ * 120% GPUs
— Goal: Maximize job throughput .
GEOS-5 10,08 0% R AN
. . . . GMCPack 3.0x 0% 80% ;
> Future change in application mix cPK 201 o | e
Linpack 5.9 0% e
H LAMMPS 7.0% 0%
> Power Savings due to GPUs i ses i “ =
MNAMD 35 0% ‘ & ; A R
VASP 3_0: 0% a® '\ép ’\& g‘M&;&%UD& %GP\@Q
Rest of CPU-only Apps 1.0x 30
'Power Cost Assumption
Cost of power [$/kwh)" 0135
$.135/k Wh is US Average




How many GPUs nodes are cost efficient ?
NIA has a tool to answer the question

4
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File Home Insert Page Layout Formulas Data Review View
| ‘;Cut Calibri v211 AN == \ D~ ‘ S Wrap Text Curren, o . Autosum;r ﬁ ﬁ |
Copy S (e i
I LS o Format Painter B Z U~ - O-A- E|EE EE EMergeacenterr $ - % | 8 5% 'oer' L"e ’|
Clipboard Font Alignment Numbe:
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i“ 1l213]] 4 A [ B [ © |
Value Prop Calculator- CPU cluster vs GPU Cluster, © '~

Total Cluster Budget (compute only)
Dual CPU Socket (Xeon E5-2670) + Node Cost
6 | TeslaK20/K20X GPU (2 GPUs per node

Rest of CPU-only Apps

< I <-- GPU Attach rate for custom
44 Fox Maxin i Th P 98% change during life of cluster
<-- GPU Attach rate for customers who ex more GPU accelerated apps. Still as
45 SLmEe s 48% good or better than CPU-only cluster.

(SEutE)uts: Given a Budget & “Application Mix", how to maximize
job throughput

Note: Please contact Dell Sales Contacts (Tool is not publically available).

HPC Engineering



Tool #2

[ want to outline
the design of my

cluster ?

HPC Engineering



HPC Advisor Tool -
Design your GPU cluster in minutes

e Public software application that
recommends a Dell HPC solution based
on customers specific needs

o Goal: Create Balanced Cluster Designs

e Example: The HPC Advisor asks user:

Available on Dell.com http://del.com/hpc —{

OS type? GPU? Server Form Factor?

Optimize for performance, power or
density

Desired sustained or theoretical
performance

Recommends a solution based on
this input.

ou are here: B 15
HPCC Advi

can help create 2 coniguration wih your

uuuuuu

HPCC Advisae

plifes

.......

oooooooo

S Local imtramet | Protected Mode: On =% -

HPC Engineering


http://dell.com/hpc
http://dell.com/hpc
http://dell.com/hpc

Resources

where to get
more

Information,
blogs, etc.

HPC Engineering



High Performance Computing

Resources

High Performance Computing (HPC) at Dell

Thanks for visiting our online HPC and technical computing community. We have an active group of
contributors from our technical Dell engineers, to our industry leading customers, and worldwide partners.

Stay awhile, browse some of our great content, and join the conversation!

courtesy of TACC

* Blogs

« Whitepapers

Group and Wiki Navigation

High Performance Computing

HPC at Dell Blogs Dell HPC Blog - The Dell TechCenter
[ f 5] in IS + ;

C Community

HIGH PERFORMANCE COMPUTING - WIKI

HPC Chinese Blogs

HPC at Dell engineers and architects are very active people who have a passion for high-performance
computing (HPC)—hey, who doesn't? This page provides links to blogs and articles written by Dell engineers HPC for Systems Administrators
and architects. They love feedback, so if you have any questions or comments don't hesitate to ask. There
are multiple people writing blogs about HPC at Dell:

HPC General Interest

Industrial Strength HP(

vVvVVVVVVVY

Glen Otero writes the Science and Silicon: Smarter Conversations blog
Jeff Layton writes the Dell HPC blog

Dell HPC engineers writes the High Performance by Design blog

Mark Fernandez writes the Large-Scale HPC blog SC10

Blake Gonzales writes the Industrial Strength HPC blog

Scott Collier writes the HPC for Systems Administrators blog Science and Silicon: Smarter Conversations ’
Calvin Jacob contributes to the High Performance by Design blog and works out of the Bangalore Team Lotus Taps Into Dell HPC for High Per
Design Center

« Saeed Igbal writes on GPUs

« www.dell.com/gpu Srmitenomp it (@
« www.dell.com/hpc

 www.hpcatdell.com

 www.Dell[HPCSolutions.com

« http://www.hpcadvisorycouncil.com/best_practices.php

mputing for t

To the Clo

 8amp; Beyond b



http://www.dell.com/hpc
http://www.dell.com/hpc
http://www.dell.com/hpc
http://www.hpcatdell.com/
http://www.dellhpcsolutions.com/
http://www.hpcadvisorycouncil.com/best_practices.php

Resources: www.dell.com/gpu

GPU accelerators and coprocessors for PowerEdge servers

* Overview
Hundreds of cores for

* Su ppo rted GPUs incredible performance.
Add graphics processing units to your PowerEdge
servers for increased processing power.

* GPU Specs

* GPU Solutions

Overview | GPU Options = GPU Specs and Support | Solutions

GPU accelerators are available for the PowerEdge R720, T320, T420, T620 and C8220x servers and
the C410x PCle expansion chassis.

Increase the performance of your PowerEdge data center.

Extract some of the highest levels of performance from your Dell PowerEdge servers through a
general-purpose computation on graphics processing units (GPU) architecture. When you add GPU
processing power to the CPU capabilities already available in your PowerEdge servers, you open the
door to outstanding performance across hundreds of processing cores.

« GPUs are high-performance, many-core processors that can be used to accelerate a wide
range of applications.

Advanced GPU programming methods and toolkits enable easy integration into your data
center.

« GPU processors can be internally installed in standard PCle slots or connected externally via

Resources

GPU-Accelerated Solutions

HPC Solutions Advisor

HPC Tech Center

HPC GPU Tech Center

HPC Engineering


http://www.dell.com/gpu

Compute nodes
form factors

HPC Engineering



Two Server Form Factor Options
Ready for K40/K20 GPUs

« PowerEdge C8220X - PowerEdge R720/R730
— "Shared Infrastructure” — "Conventional Rack Server”
- 4U - 2U
— Higher GPU & CPU Density — Higher memory per node (768GB)
— Higher Configurability — Higher storage per node (24TB)

o ;o.o
(358l o
i - .'|N

R [N

C8000+C8220X R720

3D View 3D View


http://www.dell.com/us/enterprise/p/poweredge-c8220x/pd?p=poweredge-c8220x&view=pdetails&isredir=true
http://www.dell.com/us/enterprise/p/poweredge-c8220x/pd?p=poweredge-c8220x&view=pdetails&isredir=true
http://www.dell.com/us/enterprise/p/poweredge-r720/pd?p=poweredge-r720&view=pdetails&isredir=true
http://www.dell.com/us/enterprise/p/poweredge-r720/pd?p=poweredge-r720&view=pdetails&isredir=true

The C8000 Series: CPU, CPU+GPU Sleds

Based on the "Shared Infrastructure” design

T

C8220 (C8220X (C8220XD

« (8220 (single wide, compute sled)
« (C8220X (double wide, compute sled)
« (C8220XD (double wide, storage sled)

As demands change it can be reconfigured or scaled out extending the life and value of IT
infrastructure investments



Server Details: PowerEdge C8220X

Each C8220X has:
* Up to 2 K20 GPUs
« Two E5-2600 CPUs

256GB of memory

« Combine sleds
— 4 C8220X Sleds in one C8000

8 GPUs in 4U space
— 2 GPU/U Density
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PowerEdge
C8220X Compute
GPU Sled



Server Details: PowerkEdge R720

Each PE R720 has:
* Up to 2 K20 GPUs
Two E5-2600 CPUs

e pa=un=uh
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/68GB of memory
- 24 X 32G DIMM

24TB local storage
— 16 X 2.5TB Drives

2 GPUs in 2U
— 1 GPU/U density

PowerEdge R720



"Dell HPC Solutions” Mean "Value” for you

1

 Solutions “Goal” is to provide “value’
— Enables you to focus on you “science”
— Brings your HW up to speed FAST

* Engineering Rigor
— Performance Envelop

— Measure Total Power Consumption,

— Expected Power efficiency 256-Node HPCC Bundle

» Best practices
— HPC Advisor
— Whitepaper Publications,
— Public Results




‘Dell Solutions” Mean "Value” for you
Big part of it the Engmeermg

e Tests suite includes

— Node level Performance

— Cluster level
Performance

« Power

— Total Measured System
Power Consumption

— Performance/watt
studies for efficient
configurations

» System level

— Host-to-device, Device- ¢ Applications level : Benchmarks and
to-host, Device-to- App[ications

Device
— HPL, NAMD, NPB, ANSYS
— Memory subsystem



Summary of the Key Features of HPC Solutions

Balanced ( GPUs, Compute, Storage, Networking )
Powerful (1 or2 GPU/U Density)

Adaptable (workload based configuration)

Flexible (modular components)

Scalable (Modular building blocks)

Efficient (Compared to equivalent CPU only clusters)

Start Small,

Grow and Adapt your HPC solution based on your needs!
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Dell HPC lab in Austin.
You are Welcome to visit us!




